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We numerically investigate the phase separation dynamics of the non-reciprocal Allen—Cahn model in which two non-
conserved order parameters are coupled. The system exhibits several dynamical patterns such as the randomly oscillating
phase and the spiral phase as well as the homogeneously oscillating phase. Topological defects in the spirals are either
bound or unbound depending on the non-reciprocality. The traveling stripe pattern is also found when the diffusion
constants are highly asymmetric and the non-reciprocality is small.

The concept of non-reciprocality has attracted considerable
attention in the fields of active matter and non-equilibrium
statistical mechanics.'™ When a non-equilibrium environ-
ment mediates the effective interactions among the constit-
uent objects, the action-reaction symmetry (Newton’s third
law) can be violated. In such a situation, non-reciprocality
leads to time-dependent structures in which spontaneously
broken symmetries emerge dynamically.® For example, non-
equilibrium chemical interactions between particles result
in a new type of active phase separation.” Recently, non-
reciprocality in stochastic active systems has been quantita-
tively characterized in terms of odd elasticity.”™

Phase separation occurs commonly in natural phenomena
and our daily lives, including multi-component mixtures'?
and biological active systems.!''!? The order parameters
characterizing the phase separation are either non-conserved
or conserved,’*'® and the corresponding dynamics are
described by the Allen—Cahn equation (Model A)'> or the
Cahn-Hilliard equation (Model B).'® Recently, several
groups discussed the effects of non-reciprocal coupling
between two phase-separating systems that have conserved
order parameters, i.e., the non-reciprocal Cahn-Hilliard
(NRCH) model.'-?? Tt was shown that the non-reciprocality
leads to the emergence of traveling patterns in purely diffusive
systems, breaking both spatial and time-reversal symmetry.

Compared to the conserved case, however, the non-
reciprocal Allen—Cahn (NRAC) model has not been studied
in detail. Although the corresponding ordinary differential
equations were partially discussed in Ref. 18, their pattern
formation dynamics have not been studied systematically.
The NRAC model can be regarded as one type of reaction-
diffusion model. With an increase in non-reciprocality, the
local dynamics change from competitive dynamics to an
activator-inhibitor one. It is known that several activator-
inhibitor models, such as the Keener—Tyson model*® for
Belousov—Zhabotinsky reaction® and the FitzHugh—
Nagumo model,?>?®) exhibit traveling waves. In two-dimen-
sional (2D) systems, such traveling waves can form spiral
structures where a temporal oscillation can be seen every-
where except the phase singularity points, i.e., topological

model in the regime of the activator-inhibitor-type local
dynamics. As the non-reciprocality is increased, the system
starts to oscillate in time and we find several dynamic
patterns such as the randomly oscillating structure, the spiral
patterns, and the homogeneously oscillating phase. For spiral
structures, the clockwise and counterclockwise topological
defects of the phase field can be either bound or unbound
depending on the non-reciprocality. The dynamical behaviors
of the NRAC model are summarized in terms of the steady-
state phase diagram. We also find the traveling stripe pattern
when the diffusion constants are highly asymmetric and the
non-reciprocality is small.

Introducing 2D positional vector r and time ¢, we consider
two phase-separating systems whose order parameters ¢(r, t)
and y(r, ) are both non-conserved. In the NRCA model, these
two systems are coupled to each other in a non-reciprocal
manner as given by the following coupled equations:

P =DyVip+¢ =0 =+ . (1

yr=D,Vy+y—y’ = (r - ). ©)
where the dot indicates the time derivative. In the above, Dy
and D, are the diffusion constants which are both positive, y
and a are the reciprocal and non-reciprocal coupling parame-
ters, respectively, between ¢ and y. In this work, we assume
x = 0and a > 0 without loss of generality as long as we allow
the sign changes of ¢ and . When a = 0, both ¢ and y will
be homogeneously separated, as we explain later. The non-
reciprocal coupling terms with the coefficient @ cannot be
derived from free energy and these terms are regarded as non-
equilibrium chemical potentials.'®

To discuss the instabilities in the system, we perform
the linear stability analysis around the homogeneous state

(¢,w) =(0,0). Let us introduce the Fourier components
¢lk, w] and ylk, @] such as by

pr.0) = (2n)? 2n

3
where k is the 2D wavevector and  is the frequency. The
linearized form of Egs. (1) and (2) can be represented in the
matrix form as

defects'.”) Hence, it is important to investigate the defect [ ¢k, 0] D2 +1 —(r+a) Pk, 0]
dynamics of the NRAC model.?83% —lw X = DA+ 1 K
In this letter, we numerically investigate the phase vk, o] ~(r—a)  —Dyk”+ vk, o]
separation and the pattern formation dynamics of the NRAC “)
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Fig. 1. (Color online) Nullclines of Egs. (1) and (2) corresponding to the solid (¢ = 0) and dashed ( = 0) lines, respectively. The blue squares and red
circles indicate the stable and unstable fixed points, respectively. The chosen parameters are (a) (v, @ — ) = (1,0.3), (b) (1,0.28), (¢) (1,0.2), (d) (0.05,0.26),
and (e) (0.05,0.15). (f) The number of fixed points of nullclines. The dotted and solid lines correspond to the cases of three and seven fixed points,
respectively. The five crosses correspond to the parameters used in (a)—(e). (g) The limit cycle when (y, @ — y) = (1,0.3) for which there is only one unstable
spiral at the origin. The solid and the dashed lines are the same nullclines shown in (a). The red color of the limit cycle indicates the angular velocity 4, i.e., the

time derivative of the phase 6 defined by Eq. (7).

where k = |k|. Then we obtain the following dispersion
relation:

e _Mkzi/ﬁ_mMH
2 4

In the long wavelength limit of k — 0, the state (¢, y) =
(0, 0) is linearly unstable; it is a saddle point for y > +/1 + a2
and an unstable node for @ < y < +/1 + a%. When a > y, the
right-hand side of Eq. (5) has an imaginary part with a
positive real part. This means that the state (¢,w) = (0,0)
becomes an unstable spiral and the system oscillates in time.
The oscillation frequency obtained within the linear stability
analysis is given by Q = /a? — y2. Hereafter, we shall
mainly focus on the case a > y and adopt @ — y > 0 as the
quantity to control the degree of non-reciprocality.

Next, we discuss the nullclines of Egs. (1) and (2) by
setting ¢» = yr = 0 in the absence of the diffusion terms (i.e.,
k— 0).7" In Figs. 1(a)-1(e), we plot the nullclines for
various sets of parameters showing different numbers of the
fixed points. The stability of the fixed point at (¢*, w*) can be
determined by the eigenvalues of the following Jacobian

matrix:
*\2
J=(1 36") ()(+a))' ©
~(r—a) 1-3@")’

In Figs. 1(a)-1(e), the stable and unstable fixed points are
marked by the blue squares and red circles, respectively. As
mentioned above, the fixed point at (¢, y) = (0,0) is an
unstable spiral. When there are five fixed points, as in
Fig. 1(c), two of the other four fixed points are stable nodes
and the other two are saddle points. When there are nine fixed
points, as in Fig. 1(e), four of the other eight fixed points are
stable nodes and the other four are saddle points. Figs. 1(b)
and 1(d) correspond to the cases when there are three and
seven fixed points, respectively, in which pairs of fixed points
are merged with saddle-node bifurcation.

The number of the fixed points is summarized in Fig. 1(f).
The dotted and solid lines correspond to the cases of three
and seven fixed points, respectively. The number of fixed
points increases when y and a — y are small. Above the
dotted line, on the other hand, there is only one unstable fixed
point at (¢, w) = (0,0) and the system exhibits a limit cycle

)
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oscillation. The structure of the limit cycle is independently
presented in Fig. 1(g) by using the same parameters as in
Fig. 1(a).

Next, we numerically solve Egs. (1) and (2) by using the
standard Euler’s method on a 2D square lattice of size
256 x 256 with a periodic boundary condition. The time
increment is taken to be dr=0.1 to explore long-time
behaviors. The initial values of the order parameters are
chosen as ¢y = ywy =0. Then, we add Gaussian random
numbers with zero mean and variance 0.1 to each simulation
lattice as initial random configurations. To determine the
steady-state structure for a given set of parameters, we
perform several simulation runs starting from different initial
configurations. Notice that the steady-state structures also
include the dynamically oscillating patterns. To discuss the
dynamics of ¢ and y, it is convenient to introduce the
following complex number

P(r, 1) + iy(r, 1) = p(r, ™, (N

where p is the amplitude and @ is the phase.

We first discuss the simulation results when the diffusion
constants are symmetric, ie., Dy =D, = 1. Fixing the
parameter to y = 1, we show in Fig. 2 the sequence of the
steady-state patterns as a — y is increased. We find five
different steady states; (i) homogeneously separated (HS)
phase, where ¢ and y are spatially uniform at either one of
the two stable states and they do not evolve in time, (ii)
randomly oscillating (RO) phase, where each lattice site
oscillates in time without forming any distinct structure [see
Fig. 2(a) and Ref. 31], (iii) unbound spiral (US) phase, in
which counterclockwise and clockwise spirals are formed
while they are distributed randomly [see Fig. 2(b) and
Ref. 32], (iv) bound spiral (BS) phase, in which counter-
clockwise and clockwise spirals form bound pairs [see
Fig. 2(c) and Ref. 33], and (v) homogeneously oscillating
(HO) phase, where the spatially uniform states oscillate in
time, obeying the limit cycle behavior in Fig. 1(g). For the
RO, US, and BS phases, however, the distinction between
them cannot be easily made only by the appearance of the
dynamical patterns.

To quantitatively characterize the steady-state patterns
including the spiral structures, we calculate the number of

©2023 The Author(s)
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(Color online) The steady-state snapshot patterns of the order parameters ¢, y, and the phase € [see Eq. (7)] when y = 1. We choose the

configuration data at r = 8 x 10*. (a)—(c) show symmetric diffusion cases, Dy = D, =1, and (d)—(f) show asymmetric diffusion case, Dy = 0.01 and D, = 1.
(a) @ — y = 0.26 corresponding to the RO phase,?" (b) @ — y = 0.28 corresponding to the US phase,*? (c) @ — y = 0.5 corresponding to the BS phase,*® (d)
a — y = 0.28 corresponding to the TS phase,* (e) @ — y = 0.3 corresponding to the US phase, and (f) a — y = 0.5 corresponding to the BS phase. The black
and white circles in the @-patterns represent +1 and —1 topological defects, respectively.

topological defects, n, per lattice site. Topological defects are
singularity points where neighboring phase values 6O(r, )
jump discontinuously. The phase field defects have winding
numbers of +1 or —1, corresponding to counterclockwise or
clockwise rotating phase field structures. Importantly, the
numbers of +1 or —1 defects are identical because the total
topological charges cancel each other, and we count only one
of them. The black and white circles in the § patterns mark
the numerically detected topological defects.

In Fig. 3(a), we plot the time evolution of n for different
a — y values when y = 1. We see that n initially decreases
with time and eventually reaches a steady-state value (after
about t = 10*) although it fluctuates around the average
value. In Fig. 3(b), we plot the steady-state average value 7
as a function of a — y. Here, the average is taken over time
after the system has reached a steady state and also over
several different runs starting with different random initial
configurations. In the HS and HO phases, there are no
topological defects because they are both homogeneous,
while 7z takes large values in the RO phase. In the US phase,
n drops dramatically compared to that of the RO phase but
slightly increases as a — y is made larger. In the BS phase,
however, 71 decreases monotonically with a — y until the
system reaches the HO phase. In Fig. 3(b), we have used
different colors to represent the different phases and most
of the phase boundaries have been determined accurately.
However, the boundary between the BS and HO phases
depends on random initial configurations. Hence, the BS-HO
boundary was chosen as the minimum a — y value for which
the HO phase appears at least in one simulation run among
ten runs. A more detailed analysis on the effects of initial
configuration will be reported in our future work.

By repeating the same analysis for different y-values, we
provide in Fig. 3(c) the overall phase diagram when Dy =

093001-3

D, = 1. The sequence HS - RO — US — BS — HO can
be generally seen for other y values as the non-reciprocality,
a — y, is increased. The phase border between the HS and RO
phases almost coincides with the dotted line in Fig. 1(f)
above which the system exhibits a limit cycle without the
diffusion terms. The deviation between the dotted line and the
phase border lines for small y is purely due to the diffusion
coupling in the NRAC model. The phase border lines are
weakly dependent on y, except the line separating between
the BS and HO phases. The region of the BS phase becomes
apparently larger as y is increased. Although not shown in
Fig. 3(c), the HS phase extends to the region of a — y < 0
and a>0. For a—y <0 and a <0, the same phase
sequence (HS — RO — US —» BS —» HO) appears when
|a — y| is increased. For y < 0, on the other hand, all the
points (y,a — y) in Fig. 3(c) transform to (—y, a + y).

The phase behavior in Fig. 3(c) can partially be explained
as follows. For the parameter regions where the local
dynamics have multiple fixed points, the system can
eventually converge to the homogeneous state at one of the
stable fixed points. On the dotted lines in Figs. 1(b) and 3(c),
the two sets of stable and unstable fixed points appear by
saddle-node bifurcation. Such behavior is similar to the
transition between the oscillatory and excitable states in the
Keener-Tyson model®>?* and the FitzHugh-Nagumo mod-
el.232% Similar to these models, the spatio-temporal patterns
with topological defects also appear in the NRAC model
even when the system has stable fixed points. This is because
the boundary between RO and HS states is located just below
the dotted line in Fig. 3(c).

As shown in Fig. 1(g), the red color on the limit cycle
indicates the velocity of the phase, 0, and it becomes small
for two separate blue regions. Compared to the Keener—
Tyson model and the FitzHugh—Nagumo model, the

©2023 The Author(s)
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(Color online) (a) Time evolution of the topological defect density n when y = 1 and @ — y = 0.26 (green, top), 0.28 (blue, middle), and 0.5 (red,

bottom). (b) The average steady-state topological defect density 72 as a function of @ — y. We distinguish the following phases; HS phase, RO phase, US phase,
BS phase, and HO phase. The range of the error bar is smaller than the size of the symbol. (c) The steady-state phase diagram of the NRAC model when

Dy =D,

characteristic feature of the NRAC model is that & has the
periodicity of z rather than 2z. This is because Eqgs. (1) and
(2) are invariant under the simultaneous transformations
¢ — —¢ and y — —w. Hence, the dynamics of 6 can be
approximately described by the following phase equation

0~ Q—Acos2(0—0p), (8

where A is the amplitude that satisfies Q > A and 6 is a
constant phase. This simplification is justified for the
parameter sets close to the dotted line in Fig. 3(c). When A
is slightly less than Q, the phase € takes a long time to pass
through the bottlenecks.?” From Eq. (8), the period of
oscillation can be obtained as T =27/+v/Q2? — A2 that
diverges when A — Q. In contrast, when the parameter sets
are far above the dotted line, the difference of the angular
velocity & does not play an important role. In such a case,
the behaviors of the NRAC model are analogous to those
described by the complex Ginzburg-Landau equation.*¥
Finally, we briefly discuss the case when the diffusion
constants are highly asymmetric; Dy = 0.01 and D, = 1.
The overall phase behavior is similar to that in Fig. 3(c). One
of the differences for the asymmetric diffusion case is the
emergence of the traveling stripe (TS) phase, as shown in
Fig. 2(d) and Ref. 35, when both y and @ — y are small. In
this case, an oriented stripe pattern moves with a finite
velocity in the direction perpendicular to the orientation.

1. We also plot here the dotted line in Fig. 1(f) above which the system exhibits a limit cycle.

out-of-equilibrium behaviors of the intermediate patterns
such as the traveling waves and spirals. These dynamical
intermediate structures cannot be observed in passively
coupled phase separations without non-reciprocal interac-
tions.*40)

Recently, we became aware of the work reporting that the
NRCH model also admits stable spiral and target patterns.*"
In their work, a transition from defect networks to traveling
waves was also observed as the non-reciprocality is increas-
ed. In our work on the NRAC model, such a transition
is observed only when the diffusion consents are highly
asymmetric.
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